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MOJAEJIMPOBAHME ITOTEPH QJIEKTPOOHEPI'MU
C UCIIOJIB3OBAHUMEM PETPECCHOHHOI'O AHAJIM3A
MODELING ELECTRICITY ENERGY LOSSES USING REGRESSION ANALYSIS

AHHOTaIIHH: B I[aHHOﬁ CTaTbC pacCMaTpUBACTCA UCIIOJB30BAHUEC PEIPCCCHUOHHOTO aHaIn3a
KaK OCHOBHOI'o M€Toaa MOJACIUPOBAHHUA IMOTCPh SJICKTPOIHEPIHH. brum p83pa6OTaHI>I 1 OLICHCHBI
PAa3JIMIHBIC TTOJMHOMHUAIBHBIC PETPCCCUOHHBIC MOJCIU C HCIHOJB30BAHUCM JaHHBIX BPCMCHHBIX
pAIOB. AJNTOPUTM BKIIIOYAET MPEIBAPUTEIbHYI0 OOpaOOTKY MaHHBIX, pacueT Kod(h(HUImeHToB
METOJIOM HAaWMEHBIINX KBAJPaTOB W BaJHJAIMI0 MOJIEIM Ha OCHOBE cpenHeill abconoTHOU
nporentHoi omuoku (MAPE). HccnenoBanue momgdepkuBaeT 3G (GeKTHBHOCTD MOJUHOMHUAILHOTO
PErpecCHOHHOTO aHaln3a, 0COOCHHO TPHU MPUMEHEHUH K Ha0opaM JAaHHBIX Pa3IMYHOTO pasMmepa U
JJINTECIIBHOCTH. PCSYJ'IBTaTH IIOKa3bIBAKOT, YTO MOJCIIN BBICOKOH CTEIEHU 00€CIIEUnBAIOT 6OJ'IBI_I_Iy1-O
TOYHOCTH JUIs1 OOJIBIINX 0OBEMOB JaHHBIX, HO TPeOYIOT OOJbIlIe BpEMEHH Ha BhIYMCIeHHs. Pabora
ACMOHCTPUPYET IOTCHHOUAT PETPECCUOHHBIX MCTOAOB  IJIA 3(1)(1)6KTI/IBHOFO U TOYHOI'O
MOJICTUPOBAHMSA ITOTEPh JICKTPOIHEPTHH.

Abstract: This paper explores the use of regression analysis as a fundamental method for
modeling electricity energy losses. Various polynomial regression models are developed and
evaluated using data from time series analysis. The algorithm incorporates data preprocessing,
coefficient calculation using the least squares method, and model validation based on the Mean
Absolute Percentage Error (MAPE). The study highlights the effectiveness of polynomial regression,
particularly when applied to datasets of varying sizes and durations. Results demonstrate that higher-
degree models provide greater accuracy for larger datasets, but they also require more computation
time. This work demonstrates the potential of regression methods for efficient and accurate modeling
of electricity energy losses.
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Introduction. Nowadays, there are numerous methods for modeling electricity energy losses
or consumption, among which regression analysis is considered one of the fundamental approaches
[1]. Regression analysis allows for the creation of specific models by determining the values of
coefficients for independent variables, giving precise outcomes. Based on the literature review
conducted during the research, it can be concluded that it is possible to form any model using
regression analysis. However, performing calculations for each type of regression model is necessary,
which may lead to significant time consumption and an increase in errors. Currently, using
computational machines, models up to the 6th degree can be calculated. However, modern
technologies, such as software or programming language packages based on artificial intelligence,
enable the creation of regression models of any degree. It is known that artificial intelligence-based
methods [2,3] are also among the effective approaches. However, these methods are based on iterative
techniques and assign different values for various neurons. The downside of such methods is that the
model produces different values each time it is retrained.
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Figure 1. Algorithm for Selecting the Electricity Energy Loss Model Using Multifactor
Polynomial Regression Analysis with Minimum Error

This occurs because the model does not accept a single value but rather selects a range
corresponding to each value, and during retraining, a specific value is taken from this range. One of
the advantages of these methods is the rapid execution of the algorithm, requiring minimal time.

Methods. Using polynomial methods [4] and Python packages, the following algorithm was
developed, allowing the selection of the optimal model from regression models of up to the 15th
degree (see Figure 1). In the algorithm, data is initially received and processed. Then, an empty cell
is reserved for creating models for each input data point, and a model is formed based on 90% of the
total data. As is known, in polynomial models, a zero-degree model represents a straight line, a first-
degree model is linear, a second-degree model is quadratic, and so on. To construct these models, a
zero value is initially declared, and part M of the algorithm is executed (see Figure 2).
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Figure 2. Algorithm for Building an Electricity Energy Loss Model
Using Multifactor Polynomial Regression Analysis

According to part M of the algorithm, coefficients are determined using the least squares
method, and the model is constructed. The developed model is added to the list of models created
earlier. Then, for the next calculation, one higher degree is selected, and a new model is built. This
process continues based on the algorithm presented in Figure 2, up to the 15th degree.
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Discussion. After constructing the models, the Mean Absolute Percentage Error (MAPE) [5]
is calculated, and the model with the smallest MAPE error is printed. Additionally, the test data (10%
reserved earlier) is compared with test forecasting results. The degree of the model with the smallest
error is determined, and the remaining 100% of the data is fed into the selected model for validation.

Initially, models for one-month, two-month, four-month, one-year, and two-year periods are
created for all 15 degrees. Among these, the model with the best training fit (i.e., the lowest error) is
identified. The training fit is assessed by comparing the train data's MAPE error with its predictions.

Using data from the research subject for the month of August, the model presented in Figure
3 was obtained with the help of the algorithm in Figure 1.

MAAPA error o

4 g 8 i) 12 14
Mlodel stage

Figure 3. Selecting the Model Degree with the Smallest MAPE Error

From the graph above, it is evident that the most optimal model, with the smallest error, is the
5th-degree model. Based on this model, the adaptation graph was constructed (see Figure 4).
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Figure 4. Adaptation Graph of the Polynomial Regression Model

From the adaptation graph, it is clear that the graphs do not overlap perfectly, indicating a
2.04% MAPE error in adaptation.

The laboratory analysis presented in Table 3 demonstrates that different time series data
require models of varying degrees. As the quantity of data increases, the model's adaptation
performance decreases, and the time required to develop the model proportionally increases.
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« For one month of data (30 time series points), a 5th-degree model provides a 4% MAPE
error and requires 6 seconds to construct.

« For twelve months of data (366 points), an 11th-degree model gives a higher accuracy, but
with an error of 18.2%, and takes 28 seconds to compute.

« For two years of data (732 points), a slightly higher-degree model yields a 23.5% MAPE
error, with a significantly longer computation time.

Table 3
Model Degree, MAPE Error,
and Computation Time Based on Extracted Time Series Data

Ne  Data Duration (Months) Model Degree  MAPE Error (%)  Time (seconds)
1 1 (January) 5 4 6

2 1 (August) 7 4.2 6

3 2 (February-March) 14 55 9

4 2 (September-October) 12 5.3 10

5 4 (March-June) 10 8.8 16

6 4 (October-January) 9 8.3 16

7 12 11 18.2 28

8 24 15 23.5 35

Conclusion. The analyses presented above indicate that polynomial degrees of different levels
are suitable for time series data from various intervals. Correspondingly, for a two-month analysis
during the summer season, a 14th-degree model required 9 seconds to compute, while for two months
of data from the winter season, the error differs significantly. Specifically, a 12th-degree model had
a 5.3% MAPE error and required 10 seconds for computation. This demonstrates that polynomial
regression modeling enables the creation of highly accurate and high-degree models within a short
time frame.
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