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JTAHAMMYECKHUHA AHAJIN3 ®AKTOPOB,
BJIUAIOUX HA IOTEPHU DJIEKTPOOHEPI'MU
DYNAMIC ANALYSIS OF FACTORS
AFFECTING ELECTRICITY LOSSES

AHHoTanusi: B naHHON cTarbe paccmaTpuBaeTcs IUHAMUYECKHM aHanmu3 (QaxTopos,
BIIMAIOMIUX HaA IOTEPU IBJICKTPOIHEPIrHH, C HCIOJIb30BAHUEM CTATUCTHYCCKHUX M PEIrPECCHOHHBIX
METOOOB. KOS(I)(I)I/ILIPI@HTLI KOoppeirsinunu HI/IpCOHa PACCUUTBIBAOTCA AJI OIIPECACIICHUSA B3aHUMOCBS3EH
MEXIy TOTEPSAMH DJICKTPOSHEPTrHH M Pa3IMYHBIMU (aKTOpamMH, TaKUMHU Kak TeMmIepaTypa,
BIIAXKHOCTh M KOd(puimenTsl Harpy3ku. MccnenoBaHue moauepKUBaeT CE30HHYIO M3MEHYHMBOCTH
ITUX (baKTopOB U BAXHOCTh JMHAMHWYCCKUX H3MEHEHUH KOS(b(l)I/IHI/IeHTOB KOppCsinuy JJI1 TOYHOI'O
IIPOTrHO3UPOBAHHA. P a3pa60TaHH PErpeCCHOHHBIC MOJCIIN, BKIIFOYAA JIMHENHBIE U ITOJIMHOMHAJILHBIC
Mojenu 10 8- CTemeHu, Uil MPOTHO3UPOBAHUS TOTEPh dEKTpodHepruu. s kaxaoro ¢akropa
BBI6Hpa€TC$I MOJEIb ¢ HauMEHbIIEH OIIMOKOHM, YTO oOecmeurBaeT HaAE€KHBLIH METOH aHajlu3a U
CHMIKXCHUS MOTCPh SJICKTPOSHEPIHH.

Abstract: This article investigates the dynamic analysis of factors influencing electricity
losses using statistical and regression methods. Pearson correlation coefficients are calculated to
determine relationships between electricity losses and various factors such as temperature, humidity,
and load factors. The study highlights the seasonal variability of these factors and emphasizes the
importance of dynamic changes in correlation coefficients for accurate predictions. Regression
models, including linear and polynomial models up to the 8th degree, are developed to forecast
electricity losses. The model with the least error for each factor is selected for prediction, providing
a robust methodology for analyzing and mitigating electricity losses.

KiaroueBbie caoBa: I[lotepu anexTposHepruu, 3HEpProdhdEeKTUBHOCTh, KOIPPHUIIUCHT
Harpys3KHu, KOppEJIAnnusa HI/IpCOHa, PErpe€CCUOHHBIC MOACIIN, CC30HHBIC (I)aKTOpBI, BIIMAHHUEC KJIMMAaTa,
IMPOTrHO3UPOBAHHUE, ITIOJIMHOMHUAJTIbHAA PErpeCcCusl, I[I/IHaMI/I‘IGCKI/If/'I aHaJIn3.

Keywords: Electricity losses, energy efficiency, load factor, Pearson correlation, regression
models, seasonal factors, climate impact, forecasting, polynomial regression, dynamic analysis.

Introduction. To date, a wide range of statistical methods, such as Pearson, Spearman,
Kendall's tau, Phi coefficient, partial correlation [1-3], and others, have been extensively used to
identify relationships between variables. Among these, the Pearson correlation method stands out as
a statistical approach that enables fast and accurate measurement of linear relationships between
continuous variables. Therefore, within the scope of this scientific study, factors influencing
electricity losses were identified using this method. Based on this, an algorithm for determining
correlation coefficients was developed during the research to perform a correlation analysis of the
influencing factors (Figure 1).
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Figure 1. Algorithm for Identifying Factors Affecting Electricity Losses

Methods. Based on the provided algorithm, the daily collected data were analyzed, and the
results were grouped into 10-day intervals. This grouping was necessary because the scarcity of time
series data increases the accuracy of the obtained results. Based on the 10-day data, 72 groups were
formed, and for each group, the Pearson correlation coefficients of the factors affecting electricity
losses were calculated using the algorithm shown in Figure 1. The calculations were performed
according to the following formula, as detailed in Table 1.

— Z(Xi_X)(Yi_Y) (1)
VEXi=X)2E(Y;i-Y)?

Here, X; and Y; represent individual levels, while X and Y are the variables. The correlation
coefficient (r) ranges between -1 and 1. If r=1, it indicates a perfect positive linear relationship
between the variables, meaning that as one variable increases, the other variable also increases
proportionally in a linear manner.

If the correlation coefficient equals —1, it demonstrates a perfect negative linear relationship,
implying that as one variable increases, the other decreases in a linear fashion. Conversely, if r=0, it
signifies that no linear relationship exists between the variables.

The strength of the correlation is classified as follows:

e0<r<03o0r0<r < —0.3: Weak positive or negative correlation.

0.3 <r <0.60r—-0.3 <r < —0.6: Moderate positive or negative correlation.

¢« 0.6 <r <1or—0.6 <r < —1:Strong positive or negative correlation.

This classification is based on the observed ranges of r [4].
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Table 1
Correlation Coefficients of Factors Affecting Electricity Losses Based
on the Data for the First 10 Days of January
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F1 1

F2 0,92 1

F3 089 0,9 1

F4 0,012 -0,01 -0,008 1

F5 065 0,75 0,72 002 1

F6 0,662 0,76 0,74 0,06 0,93 1

F7 065 0,75 0,73 0,08 0,92 0,99 1

F8 -0,81 -0,71 -0,74 0,03 0,42 0,15 0,14 1

F9 -0,21 -0,69 -0,70 -0,07 0,48 0,25 0,23 058 1

F10 0,81 0,75 0,72 0,53 0,65 0,69 0,67 066 -004 1

The factors influencing electricity losses were identified based on the data from the first 10
days of January 2022, using the algorithm presented in Figure 1. High-impact factors were selected
based on the given criteria. These include active and reactive electricity consumption, temperatures,
visibility, and the transformer load factor.

Table 2
Correlation Coefficients of Factors Affecting Electricity Losses Based
on the Data for the First 10 Days of August.
. S 2 .
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F1 1
F2 0,9 1
F3 0,88 0,95 1
F4 0,01 -0,02 -0,02 1
F5 0,68 0,73 0,67 002 1
F6 0,64 0,77 0,69 0,08 0,33 1
F7 0,68 0,75 0,56 0,07 0,74 087 1
F8 -0,42 -0,28 -0,25 0,07 0,32 045 045 1
F9 -0,41 -0,45 -0,56 -0,09 0,38 042 03 0281
F10 0,53 0,65 0,52 0,13 0,75 0,73 064 054 -01 1

The factors influencing electricity losses were identified based on the data from the first 10
days of August 2022 using the algorithm presented in Figure 1. For August, the most impactful factors
were primarily active and reactive electricity consumption, as well as temperatures.

The results indicate that the factors affecting electricity losses during the first 10 days of
January and August differ. To ensure reliability, correlation coefficients were calculated for data from

72 groups (Table 3).
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Table 3
Correlation Coefficients of Factors Influencing Electricity Losses

Correlation Coefficient (r)
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1 092 089 0.12 0.65 0.66 0.65 -0.69 -0.21 0.81
2 093 088 0.19 0.68 0.68 0.66 -0.67 -0.28 0.79
3 091 0891 0.15 063 0.65 0.67 -0.62 -0.27 0.7
4 097 087 04 063 0.64 0.69 -0.81 -0.34 0.69
5 098 08 0.35 0.65 0.68 0.67 -0.87 -0.37 0.67
6 094 0875 042 061 0.62 0.62 -0.82 -0.39 0.65
7 094 08 06 0.74  0.75 0.68 -0.8 -0.2 0.62
8 097 091 047 070 0.72 0.64 -0.75 -0.28 0.69
70 097 091 0.7 069 0.7 0.69 -0.5 0.9 0.7
71 094 093 0.69 0.67 0.69 0.64 -0.48 0.89 0.72
72 098 092 0.72 071 0.78 0.71 -0.54 0.78 0.73

Based on the data in Table 3, the varying correlation coefficients suggest that the influencing
factors have a seasonal nature. This indicates that solely relying on the results of statistical correlation
analysis does not allow for accurate conclusions about the influencing factors.

Discussion. As a result, to improve the accuracy of the correlation analysis, it becomes
necessary to analyze the dynamic changes of the calculated coefficients. Dynamic analysis enables
the evaluation of the changes in correlation coefficients obtained for each group or season, providing
deeper insights into their variability (Figure 2).
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Figure 2. Dynamic Changes of Factors Influencing Electricity Losses
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From the graph in Figure 2, depicting the dynamic changes of factors affecting electricity
losses, it can be observed that some factors exhibit strong correlations during specific periods while
showing weak or moderate correlations during others, or vice versa.

In general, the high-impact correlation analysis suggests that determining factors influencing
electricity losses based on one month's data or even a year's historical data may lead to inaccuracies.
Therefore, to identify factors influencing future electricity losses using past data, the correlation
coefficients (r) for each factor should be collected in a matrix, and a model of their variations should
be constructed. Analyzing these dynamic changes allows for more accurate conclusions and
predictions.

For this reason, models of correlation coefficients for the next three months will be developed
using regression analysis (Table 4) to enhance precision.

It is known that, in general, a regression model takes the following form:

Y = ZLO an+ﬁlzn1+ +r3 xi"'ﬁin (1)

If the sum of the intercept terms is considered as § = Y., B;, then expression (1) takes the
following form:

= Yio(Bixl + BExl 4+ B + B )

There are several methods for determining the terms in a regression model, with one of the
most widely used being the linear regression method [5].

Linear regression, in turn, consists of:

1. Simple Linear Regression — constructing a model of the relationship between a single
independent variable and a single dependent variable.

2. Multiple Linear Regression — analyzing and modeling the relationship between a single
dependent variable and multiple independent variables [6].

Based on the second expression (2), the linear regression model takes the following form:

Y =00+ B X1+ 1 Xy + -+ Xy + € (3)

Where: Y- dependent variable (electricity losses), X;, X5, X,, — independent variables (factors
influencing electricity losses), B;... B,- model coefficients, B, — intercept term, e-error term.

The most commonly used method for calculating the coefficients of a linear regression model
is the least squares method. This method minimizes the error, i.e., the difference between the observed
values and the values predicted by the model [7].

The coefficients of a simple linear regression model are calculated as follows:

_ 20 01-)
ﬂl - Z_(xl_-f)z_ (4)
Bo=y— Py )
In the case of multiple linear regression, matrices are used to calculate the coefficients. The

formula is as follows:
no Xxy;; Ixy;
Z_xf qu lelle‘ I ‘ I qu}’l (6)
ZX(n 1)i ZX anlxnl Brn-1 ZX(n DiYi

In the development of models, regression models were created based on the algorithm for
selecting an electricity loss model with the least error, as presented in Figures 1 and 2 of subsection
3.1 of the dissertation. These models included single-factor linear regression and polynomial
regression models up to the 8th degree. Among the constructed models, the one with the least error
was selected.
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For example, regression models and RMSE (Root Mean Square Error) values were

determined for the effect of the influencing temperature factor on electricity losses.

Table 4

Regression Models for Influencing Temperature and Their RMSE Errors

Ne Regression Model RMSE %

1 y = 0.667 — 0.002x 2.3

2 y = 0.641 + 0.014x — 0.002x? 4.5

3 y = 0.611 + 0.046x — 0.010x2 — 0.001x3 2.1

4 y = 0.6075 + 0.0503x — 0.0120x2 + 0.0009x3 — 0.0850x* 3.8

5 y = 0.9375 — 0.5609x + 0.3636x2 — 0.0996x3 + 0.0121x* — 0.0105x> 5.2

6 y = —0.0375 + 1.5670x — 1.3057x% + 0.5226x3 — 0.1068x* + 6.1
0.0107x° — 0.0104x°

7 y = 0.900 —0.747x + 0.867x% —0.509x3 + 0.165x* — 0.029x> + 5.8
0.013x°% — 0.058x”

8 y = 0.611 + 0.039x + 0.021x% — 0.026x3 + 0.014x* + 0.023x> — 4.6

0.041x% + 0.012x7 — 0.078x8

Table 4 demonstrates that the third-degree regression model for the influencing temperature
factor has the smallest RMSE error. Based on this observation, regression models up to the 8th degree
were constructed for the remaining influencing factors as well. The model with the smallest RMSE
error was selected for each factor. These operations were performed automatically (see Table 5).

Table 5

Regression Models for Factors Influencing Electricity Losses and Their RMSE Errors
Ne Influencing Factor Regression Model Model Degree  RMSE %
1 Active Electricity y = —0.5100 + 3.2801x — 2.7710x* + 6 2.4
Consumption (kWh) ... — 0.0041x°®
2 Reactive Electricity y = 0.8627 + 0.0417x — 0.0196x%>+ 4 3.2
Consumption 0.0029x3 — 0.0021x*
(kVAR-h)
3 Day of the Week y = —0.19886 + 0.0131x — 5 4.5
0.0632x% + 0.019x3 —
0.012x*+0.001x>
4 Minimum y = 0.571 + 0.145x — 0.1080x2— 4 2.8
Temperature (°C) 0.189x3+0.004x*
5 Maximum y = 0.831 + 0.081x — 0.130x2 — 4 2.6
Temperature (°C) 0.021x3+0.003x*
6 Effective y = 0.611 + 0.046x — 0.010x2 — 4 2.1
Temperature (°C) 0.001x3 +0.01x*
7 Relative Humidity ~ y = 0.5625 — 1.4631x + 0.9211x2— 5 5.2
(%) 0.2610x3 + 0.0332x* — 0.0015x°
8 Visibility y = —0.343 + 0.2976x — 0.1564x% + 4 5.8
0.1274x3 — 0.045x*
9 Load Factor y = 0.6475— 0.517x — 0.3457x? 5) 4.4
+ 0.046x3 + 0.0127
—0.0035x>

Conclusion. Using the regression models for the identified factors influencing electricity
losses, their values for the next three months were predicted. These predicted values underwent
correlation analysis, and factors with a high correlation (r>0.6) were selected. Conversely, factors
with low (0<r<0.3) or moderate (0.3<r<0.6) correlation were considered non-influential for the

current season.
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It is important to note that the algorithm retains all identified factors, as these factors could be
highly influential in other seasons. This approach ensures a comprehensive consideration of potential
influencing variables across different time periods.
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